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Abstract

Using local interpolation ofWhitney functions, we generalize the Pawłucki and Pleśniak approach
to construct a continuous linear extension operator. We show the continuity of the modified operator
in the case of generalized Cantor-type sets without Markov’s Property.
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1. Introduction

For a compact setK ⊂ Rd , letE(K) denote the space ofWhitney jets onK (see e.g.[24]
or [11]). The problem of the existence of an extension operator (here and in what follows it
means a continuous linear extension operator)L : E(K) −→ C∞(Rd) was first considered
in [4,13,20,21]. In [22], a topological characterization (DNproperty) for the existence of
an extension operator was given. In elaboration ofWhitney’s method Schmets andValdivia
proved in[19] (see also[7]) that if the extension operatorL exists, then one can take a
map such that all extensions are analytic on the complement of the compact set. For the
extension problem in the classes of ultradifferentiable functions see, for example,[5,17]
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and the references therein. In[14] (see also[15,18]), Pawłucki and Pleśniak suggested
an explicit construction of the extension operator for a rather wide class of compact sets,
preserving Markov’s inequality. In[8] and later in[9], the compact setsK were presented
without Markov’s Property, such that the spaceE(K) admitted an extension operator. Here,
we deal with the generalized Cantor-type setsK(�) that have the extension property for
1 < � < 2, as it was proved in[9], but are not Markov’s sets for any� > 1 in accordance
with Pleśniak’s[16] and Białas’s[3] results. The extension operator in[14] was given
in the form of a telescoping series containing Lagrange interpolation polynomials with
the Fekete–Leja system of knots. This operator is continuous in the Jackson topology�J ,
which is equivalent to the natural topology� of the spaceE(K), provided that the compact
setK admits Markov’s inequality. Here, following[10], we interpolate the functions from
E(K(�)) locally and show that the modified operator is continuous in�.

2. Jackson topology

For a perfect compact setK on the line,E(K) denotes the space of all functionsf onK
extendable to someF ∈ C∞(R). The topology� of Fréchet space inE(K) is given by the
norms

‖ f ‖ q = |f | q + sup{ |(Rq
y f )(k)(x)| · |x − y|k−q; x, y ∈ K, x �= y,

k = 0, 1, . . . , q},
q = 0, 1, . . . , where|f | q = sup{|f(k)(x)| : x ∈ K, k�q} andRq

yf (x) = f (x) −
T

q
y f (x) is the Taylor remainder.
The spaceE(K) can be identified with the quotient spaceC∞(I )/Z, whereI is a closed

interval containingK andZ = {F ∈ C∞(I ) : F |K ≡ 0}. Given f ∈ E(K), let ||| f ||| q =
inf |F |(I )q ,where the infimum is taken for all possible extensions off toF and|F |(I )q denotes
theqth norm ofF in C∞(I ). The quotient topology�Q, given by the norms(||| · ||| q), is
complete; by the open mapping theorem, it is equivalent to the topology�. Therefore, for
anyq there existsr ∈ N, C > 0 such that

||| f ||| q �C || f || r (1)

for anyf ∈ E(K).
Following Zerner[25], Pleśniak[15] introduced inE(K) the following seminorms:

d−1(f ) = |f |0, d0(f ) = E0(f ), dk(f ) = sup
n�1

nk En(f )

for k = 1,2, . . . . Here,En(f ) denotes the best approximation tof onK by polynomials
of degree at mostn. For a perfect setK ⊂ R theJackson topology�J , given by(dk), is
Hausdorff. By the Jackson theorem (see, e.g.[23]) the topology�J is well-defined and is
not stronger than�.
The characterization of analytic functions on a compact setK in terms of (dk) was

considered in[2]; for the spaces of ultradifferentiable functions see[6].
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We remark that for any perfect setK, the space(E(K), �J ) has the dominating norm
property (see, e.g.[12]):

∃p ∀q ∃r, C > 0 : d2q (f )�C dp(f ) dr(f ) for all f ∈ E(K).

Indeed, letnk be such thatdk(f ) = nk
k Enk

(f ). Then,dp(f )�n
p
q Enq (f ) anddr(f )�nr

q

Enq (f ). So we have the desired condition withr = 2q.
Tidten proved in[22] that the spaceE(K) admits an extension operator if and only if

it has the property(DN). Clearly, the completion of the space with the property(DN)

also has the dominating norm. Therefore, the Jackson topology is not generally complete.
Moreover, it is not complete in the cases of compact sets from[8,9] in spite of the fact that
the corresponding spaces have the(DN) property. By Theorem 3.3 in[15], the topologies
� and�J coincide forE(K) if and only if the compact setK satisfies the Markov Property
(see[14–18] for the definition) and this is possible if and only if the extension operator,
presented in[14,15,18], is continuous in�J . We do not know the distribution of the Fekete
points for Cantor-type sets, and therefore we cannot check the continuity of the Pawłucki
and Pleśniak operator in the natural topology. Instead, following[10], we will interpolate
the functions fromE(K) locally.

3. Extension operator forE(K(�))

Let (ls)∞s=0 be a sequence such thatl0 = 1, 0 < 2ls+1 < ls , s ∈ N. LetK be the Cantor
set associated with the sequence(ls), that is,K = ⋂∞

s=0 Es , whereE0 = I1,0 = [0, 1], Es

is a union of 2s closedbasicintervalsIj,s of lengthls andEs+1 is obtained by deleting the
open concentric subinterval of lengthls − 2ls+1 from eachIj,s , j = 1,2, . . . ,2s .

Fix 1 < � < 2 andl1 with 2l�−1
1 < 1. We will denote byK(�) the Cantor set associated

with the sequence(ln), wherel0 = 1 andln+1 = l�n = · · · = l�
n

1 for n�1.

In the notations of Arslan et al.[1], we consider the setK(�)
2 . The construction of the

extension operator for the caseK(�)
n with � < n is quite similar, so we can restrict ourselves

to n = 2.
Let us fixs, m ∈ N and takeN = 2m − 1. The intervalI1,s covers 2m−1 basic intervals

of the lengthls+m−1. ThenN +1 endpoints(xk) of these intervals give us the interpolating
set of the Lagrange interpolation polynomialLN(f, x, I1,s) = ∑N+1

k=1 f (xk)�k(x), corre-

sponding to the intervalI1,s.Here,�k(x) = �N+1(x)

(x−xk)�′
N+1(xk)

with�N+1(x) = �N+1
k=1 (x−xk).

In the case 2m < N + 1 < 2m+1, we use the same procedure as in[10] to include new
N + 1− 2m endpoints of the basic intervals of the lengthls+m in the interpolation set. The
polynomialsLN(f, x, Ij,s), corresponding to other basic intervals, are taken in the same
manner.
Given� > 0, and a compact setE,we take aC∞-functionu(·, �, E)with the properties:

u(·, �, E) ≡ 1 on E, u(x, �, E) = 0 for dist(x, E) > � and |u|p �cp �−p, where the
constantcp depends only onp. Let(cp) ↑ .

Fix ns = [s log2 �] for s� log 4/ log �, ns = 2 for the previous values ofs and
�N, s = ls+[log2 N ] for N �2. Here[a] denotes the greatest integer ina.
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LetNs = 2ns − 1 andMs = 2ns−1−1 − 1 for s�1,M0 = 1. Consider the operator from
[10]

L(f, x) = LM0(f, x, I1,0) u(x, �M0+1,0, I1,0 ∩ K)

+
∞∑
s=0

〈
2s∑

j=1

Ns∑
N=Ms+1

[LN(f, x, Ij,s) − LN−1(f, x, Ij,s)]

×u(x, �N, s, Ij,s ∩ K)

+
2s+1∑
j=1

[LMs+1(f, x, Ij,s+1) − LNs (f, x, I[ j+1
2 ], s)]

× u(x, �Ns, s, Ij, s+1 ∩ K)

〉
.

We call the sums
∑Ns

N=Ms+1 · · · theaccumulation sums. For fixedj (without loss of gener-
ality let j = 1) represent the term in the last sum in the telescoping form

−
2ns −1∑

N=2ns−1

[LN(f, x, I1,s) − LN−1(f, x, I1,s)] u(x, ls+ns−1, I1,s+1 ∩ K)

and will call this thetransition sum. Here, the interpolation set for the polynomialLN(f, x,

I1,s) consists of all endpoints of the basic subintervals of lengthls+ns−1 onI1,s+1 and some
endpoints (from 0 forN = 2ns−1 − 1 to all forN = 2ns − 1) of basic subintervals of the
same length onI2,s+1.

Clearly, the operatorL is linear. Let us show that it extends the functions fromE(K(�)).

Lemma 1. For any f ∈ E(K(�)) and x ∈ K(�) , we haveL(f, x) = f (x).

Proof. By the telescoping effect

L(f, x) = lim
s→∞ LMs (f, x, Ij,s), (2)

wherej = j (s) is chosen in such a way thatx ∈ Ij,s .

We will denote temporarilyns−1 − 1 by n. ThenMs = 2n − 1. Arguing as in[10], for
anyq, 1�q�Ms, we have the bound

|LMs (f, x, Ij,s) − f (x)|� || f || q
2n∑
k=1

| x − xk| q |�k(x) |. (3)

For the denominator of|�k(x) | we get

| xk − x1| · · · | xk − xk−1| · | xk − xk+1| · · · | xk − xMs+1|
� ln+s−1 (ln+s−2 − 2 ln+s−1)

2 · (ln+s−3 − 2 ln+s−2)
4 · · · (ls − 2 ls+1)

2n−1

= ln+s−1 · l 2n+s−2 · · · l2n−1

s · A,

whereA = �n−1
k=1 (1− 2 ls+k

ls+k−1
)2

n−k
.
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Clearly, lnA > − ∑n−1
k=1 2n−k+2 ls+k

ls+k−1
for large enoughs. Since ls+k

ls+k−1
<

ls+k−1
ls+k−2

and

2n� 1
2 �s−1 , we have lnA > −2n+2 l�−1

s > −1.
On the other hand, the numerator of|�k(x) | multiplied by| x − xk| q gives the bound

| x − xk| q−1�2n
1 | x − xk|� l

q−1
s · ln+s · ln+s−1 · l2n+s−2 · · · l 2n−1

s .

Hence, the sum in (3) may be estimated from above bye 2n ln+s l
q−1
s ,which approaches

0 as sbecomes large. Therefore, the limit in (2) exists and equalsf (x). �

4. Continuity of the operator L

Theorem 1. Let 1< � < 2.The operatorL : E(K(�)) −→ C∞(R), given in Section3, is
a continuous linear extension operator.

Proof. Let us prove that the series representing the operatorL uniformly converges together
with any of its derivatives.
For anyp ∈ N, let q = 2v − 1 be such that(2/�)v > p + 4. Givenq let s0 satisfy the

following conditions:s0�2v + 3 and�m�m for m�ns0−1.
Suppose the points(xk)

N+1
1 are arranged in ascending order. For the divided difference

[x1, . . . , xN+1]f, we have the following bound from[10]:

| [x1, . . . , xN+1]f |�2N− q |||f ||| q (min �N−q
m=1 | xa(m) − xb(m)|)−1, (4)

where min is taken over all 1�j �N + 1 − q and all possible chains of strict embed-
dings[xa(0), . . . , xb(0)] ⊂ [xa(1), . . . , xb(1)] ⊂ · · · ⊂ [xa(N− q), . . . , xb(N− q)] with a(0) =
j, b(0) = j + q, . . . , a(N − q) = 1, b(N − q) = N + 1. Here, givena(k), b(k), we
takea(k + 1) = a(k), b(k + 1) = b(k) + 1 or a(k+ 1) = a(k) − 1, b(k + 1) = b(k).

The length of the first interval in the chain is not included in the product in (4), which we
denote in the sequel by�.
For s�s0 and for anyj �2s we consider the corresponding term of the accumulation

sum. By the Newton form of interpolation operator we get

LN(f, x, Ij,s) − LN−1(f, x, Ij,s) = [x1, . . . , xN+1]f · �N(x),

where�N(x) = �N
1 (x − yk) with the set(yk)N1 consisting of all points(xk)

N+1
1 except

one.
Thus, we need to estimate| [x1, . . . , xN+1]f | · |(�N · u(x, �N, s, Ij,s ∩ K))(p)| from

above. HereMs + 1�N �Ns, that is 2m−1�N < 2m for somem = ns−1, . . . , ns and
�N, s = ls+m−1.The interpolation set(xk)

N+1
1 consists of all endpoints of the basic intervals

of lengthls+m−2 (inside the intervalIj,s) and some endpoints (possibly all forN = 2m −1)
of the basic intervals of lengthls+m−1. For simplicity we takej = 1. In this case,x1 =
0, x2 = ls+m−1, x3 = ls+m−2 − ls+m−1 or x3 = ls+m−2, etc.
Since dist(x, I1,s ∩ K)� ls+m−1, we get

|�(i)
N (x) |� N !

(N − i)! �N
k=i+1(ls+m−1 + yk).
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Therefore,| (�N ·u)(p)|� ∑p
i=0

(
p
i

)
cp−i l

i−p
s+m−1N

i �N
k=i+1(ls+m−1+yk)� 2p cp l

−p
s+m−1

�N
k=1(ls+m−1 + yk). maxi�p Bi, with B0 = 1, B1 = N, B2 = N 2/2, . . . , Bi = N 2/2 ·

(N ls+m−1)
i−2 (ls+m−1 + y3)

−1 · · · (ls+m−1 + yi)
−1 for i�3.

To estimateB3, we note thatls+m−1 + y3� ls+m−2, N ls+m−1 < 2m l�s+m−2� ls+m−2

since 2m l�−1
s+m−2 = 2m l

(�−1)�m

s−2 < 2m l
(�−1)�m

1 < 2m(12)
�m �1, due to the choice ofs0.

Therefore,B3, and allBi for i > 3, are less thanB2. On the other hand,ls+m−1 + yk <

yk+1, k�N −1,asls+m−1 is amesh of the net(yk)N1 andls+m−1+yN < 2ls .This implies
that

| (�N · u)(p)|�2p cp N2 l
−p
s+m−1 ls �N

k=2yk �2p cp N2 l
−p−1
s+m−1 ls �N+1

k=2 xk. (5)

To apply (4), for 1�j �N +1−q we considerq +1 consecutive points(xj+k)
q
k=0 from

(xk)
N+1
1 . Every interval of the lengthls+k contains from 2m−k−1 + 1 to 2m−k pointsxk.

Therefore, the interval of the lengthls+m−v−1 contains more thanq + 1 points. In order to
minimize the product�, we have to include intervals containing large gaps in the setK(�) in
the chain[xj , . . . , xj+q ] ⊂ · · · ⊂ [x1, . . . , xN+1] as late as possible, that is allq +1 points
must belong toIj,s+m−v−1 for somej. By the symmetry of the setK(�), we can again take
j = 1.The interval of the lengthls+m−v contains at most 2v points, whence for any choice
of q +1 points in succession, all values that make up the product� are not smaller than the
length of the gaphs+m−v−1 := ls+m−v−1 − 2 ls+m−v. Therefore,��h

J−q−1
s+m−v−1�N+1

J+1 xk,

whereJ is the number of pointsxk onI1,s+m−v−1. SinceJ �2v+1,we haveJ −q −1�2v.
Further,

xq+2 · · · xJ
h
J−q−1
s+m−v−1

�
(

ls+m−v−1

ls+m−v−1 − 2 ls+m−v

)2v

< exp(2v 4l�−1
s+m−v−1). (6)

Sincel�−1
s+m−v−1 = l

(�−1)(s+m−v−2)
1 < 2−s+v, we see that the fraction above is smaller

than 2, due to the choice ofs0. It follows that�� 1
2�

N+1
q+2 xk and |[x1, . . . , xN+1]f |�

2N−q−1 |||f ||| q (xq+2 · · · xN+1)
−1.

Combining this with (5) we have

| [x1, . . . , xN+1]f | · |(�N · u)(p)|�cp N2 2N ls l
−p−1
s+m−1�q+1

k=2xk |||f ||| q .

Our next goal is to evaluate�q+1
k=2xk in terms ofls+m−1. Estimating roughly allxk, k > 2

that are not endpoints of the basic intervals of lengthls+m−2, from above byls+m−v−1, we
get

�q+1
k=2xk � ls+m−1 ls+m−2 l

2
s+m−3 · · · l2v−2

s+m−v l
2v−1−1
s+m−v−1 = l�s+m−1

with � = 1+ 1
� + 2

�2 + · · · + 2v−1

�v − 1
�v > (2/�)v − 1.

Therefore,

| [x1, . . . , xN+1]f | · |(�N · u)(p)|�cp N2 2N l2s+m−1 |||f ||| q,
since� + �−m+1 − p − 1> 2, due to the choice ofq.
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Here, 2N ls+m−1 < 22
m
l�

s+m−2

1 < 22
ns −�s �1, asm�2 and l1 < 1

2. The accumulation
sum containsNs − Ms < Ns terms. Therefore,∣∣∣∣∣∣∣


 Ns∑

N=Ms+1

· · ·



(p)
∣∣∣∣∣∣∣ �cp N3

s ls |||f ||| q,

which is a term of the series convergent with respect tos, as is easy to see. We neglect the
sum with respect toj, because for fixedx, at most one term of this sum does not vanish.
The same proof works for the terms of the transition sums. This sum does not vanish

only for x at a short distance toI1,s+1∩K. For this reason, the arguments of the estimation
of |�(i)

N (x)| remain valid. On the other hand, if we want to minimize the product of the
lengths of intervals, constituting the chain[xj , . . . , xj+q ] ⊂ · · · ⊂ [x1, . . . , xN+1], then
we have to takexj , . . . , xj+q in the intervalI1,s+1. Thus we have the bound (6). The rest of
the proof runs as before. Taking into account (1), we see that the operatorL is well-defined
and continuous. �

Remark. It is a simple matter to find a sequence of functions that converges in the Jackson
topology and diverges in�. It is interesting that the same sequence can destroy the Markov
inequality. Givens ∈ N, letN = 2s andPN(x) = (ls−1 · l2s−2 · · · l2s−1

0 )−1�N
j=1(x − cj,s),

wherecj,s is a midpoint of the intervalIj,s . Then 1
s
ln(|P ′

N(0)|/|PN |0) → ∞ ass → ∞,
contrary to the Markov property. On the other hand,En(PN)� |PN |0 for n < N . Then, for
anykwe getdk(PN)�Nk |PN |0�2s k ls → 0 ass → ∞. ButP ′

N(0)�0, so the sequence
(PN) diverges in the natural topology of the spaceE(K(�)).
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Proceedings of the Władisław Orlicz Centenary Conference, to appear.
[11] B. Malgrange, Ideals of Differentiable Functions, Oxford University Press, Oxford, 1966.
[12] R. Meise, D. Vogt, Introduction to Functional Analysis, Clarendon Press, Oxford, 1997.



M. Altun, A. Goncharov / Journal of Approximation Theory 132 (2005) 34–41 41

[13] B.S. Mitiagin, Approximative dimension and bases in nuclear spaces, Russian Math. Surveys 16 (1961)
59–127.
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